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Testing associations between categorical variables
Table 1
Running the analysis in R
It is perhaps easiest to run the chi-square in R by setting up the frequency counts in Excel in the following way (Screenshot 8):
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Screenshot 8
You can then import this into R using the read.csv() command. We have done this and assigned the data frame a name of ‘ChiCont’. We can then simply run the chi-square analysis on this data by referring to this data frame name. To run the chi-square, we simply use the chisq.test() command. So we would type in:

>chisq.test(ChiCont)

The name in brackets is the name we have given to our data frame when we imported the data. When you do this, you will be presented with the output presented in Screenshot 9:


[image: image2.png]> chisq.test (ChiCont.

Pearson's Chi-squared test with Yates' continuity correction

data: Chicant
Z-squared = 8.2412, df = 1, p-value = 0.004095



Screenshot 9
In Screenshot 9, you should be able to see that we have an x-square value of 8.24, with 1 degree of freedom and an associated p-value of .004. You will notice that as a default R applies something called the Yates’ continuity correction. Basically, this is a correction to the chi-square value that is applied when you have small numbers of observations in your cells. When you have reasonably large numbers of observations in your cells (i.e. more than 5), then Yates’ correction often leads to an underestimation of chi-square. You can include an extra argument with chisq.test() command to generate the actual chi-value without the Yates correction applied. To do this, you simply include the correct=FALSE or more simply type it as correct=F (within the brackets is the data frame name). Thus, the new command would look like this:
>chisq.test(ChiCont, correct=F)

When you run this, you will be presented with the chi-square statistics without the Yates’ correction (Screenshot 10):

[image: image3.png]> chisq.test (ChiCont, correct

Pearson’s Chi-squared test

data: Chicant
Z-squared = 9.7504, df = 1, p-value = 0.001793
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Screenshot 10
You can see from Screenshot 10 that the chi-square value is now slightly larger and the corresponding p-value is slightly smaller.

As with SPSS, we can generate an exact p-value rather than the asymptotic p-value generated as a default. To obtain this, we need to include the simulate.p.value=T argument in the brackets after the data frame name (you should note that if you request this option you don’t need the correct=F argument). Thus, the command would look like this:

>chisq.test(ChiCont, simulate.p.value=T)

This would give you the output illustrated in Screenshot 11:


[image: image4.png]> chisq.test (ChiCont, simulate.p.value=T)

Pearson's Chi-squared test with simulated p-value (based on 2000
replicates)

data: Chicant
¥-squared = 9.7504, df = NA, p-value

0.001495



Screenshot 11
Here the chi-square value is unaltered but the p-value is smaller.
The (2 goodness-of-fit test

To run the goodness of fit chi-square test in R, we use again the chisq.test() command. However, we would simply set up a variable in R which contained the observed frequency. We could do this for the data from Table 9.6 in the following way:

>smoking <-c(35, 45, 40, 280)

You can then run the chi-square on the ‘smoking’ variable by typing the following command:

>chisq.test(smoking)

You will be presented with the output contained in Screenshot 12:

[image: image5.png]> chisg.test (smoking)

Chi-squared test for given probsbilities

data:  smoking
Z-squared = 432.5, df = 3, p-value < 2.2e-16
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Screenshot 12

Here you can see that there is a chi-square value of 432.5 with 3 degrees of freedom and a p-value of < .001.

Unlike SPSS, it is not straightforward to get R to present the observed and expected frequencies nor to get R to run the chi-square with the expected frequencies that you have personally input.
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